ON KANNAN-GERAGHTY MAPS AS AN EXTENSION OF KANNAN MAPS
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Abstract. Extending the concept of weakly Kannan maps on metric spaces, we study the maps as \( f : X \to X \) on a metric space \( (X, d) \) satisfying condition \( d(f(x), f(y)) \leq (1/2)\beta(d(x, y))[d(x, f(x)) + d(y, f(y))] \) for every \( x, y \in X \) and a function \( \beta : [0, \infty) \to [0, 1) \) where for every sequence \( t = \{t_n\} \) of non-negative real numbers satisfying \( \beta(t_n) \to 1 \), while \( t_n \to 0 \). Such a map is named the Kannan-Geraghty map because of its relation to weakly Kannan map and Geraghty contraction. Firstly, we show that our new condition is different from weakly Kannan condition. Having proven the fixed point theorem, we present two useful results on Kannan-Geraghty maps. Also, we illustrate some examples of Kannan-Geraghty map having interesting properties.

1. Introduction

In 1968, R. Kannan started the study of fixed point theory on some contractive maps. A map \( f : X \to X \) on a metric space \( (X, d) \) is said to be contractive if it satisfies the condition \( d(f(x), f(y)) \leq qd(x, y) \) for any \( x, y \in X \) and a fixed real number \( q \in [0, 1) \). If the coefficient \( q \) (instead of a constant number) be a function as \( q : X \times X \to [0, 1) \) satisfying the condition \( \sup\{q(x, y)|x, y \in X, a \leq d(x, y) \leq b\} < 1 \) for every positive real numbers \( a \) and \( b \) (with \( a \leq b \)), then \( f \) is said to be weakly contractive.
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The well-known Kannan Theorem was a variant version of the Banach contraction principle \([5]\). The Banach contraction principle says that every contractive map on a complete metric space has a unique fixed point. In \([1]\) Ruis and Melando extended Kannan theorem to the class of weakly Kannan maps, and then they gave a continuation method for this class. Recently, the single and set-valued \(\alpha\)-\(\eta\)-\(\psi\)-contractive mappings have been studied in \([4]\).

In this paper, based on the articles \([1]\) and \([8]\), we present the concept of Kannan-Geraghty maps, and we prove that Kannan-Geraghty self mapping has a unique fixed point, and also Kannan-Geraghty non-self mapping has a best proximity point. Then we show two theorems; in the first theorem, we show the relation between weakly Kannan and Kannan Geraghty and in the second, relation between Kannan-Geraghty and weakly Kannan mappings.

2. Preliminaries

In this section, we recall some basic notations, definitions and theorems from references \([7, 2, 5, 1, 8]\). We discuss on the class \(\Gamma\) consisting of all of functions \(\beta : [0, \infty) \to [0, 1)\) such that for every convergent sequence \(t = \{t_n\}\) of non-negative real numbers satisfying \(\beta(t_n) \to 1\) while \(t_n \to 0\).

**Definition 2.1.** \([2]\) Let \((X, d)\) be a metric space. A mapping \(f : X \to X\) is said to be a Geraghty-contraction if it satisfies the condition \(d(f(x), f(y)) \leq \beta(d(x, y))d(x, y)\) for a continuous function \(\beta \in \Gamma\).

**Theorem 2.1.** \([2]\) Let \(d(X, d)\) be a complete metric space and \(f : X \to X\) be a Geraghty-contraction. Then, \(f\) has a unique fixed point.

Following the Geraghty notations, for any two disjoint sequences \(\bar{x} = \{x_n\}\) and \(\bar{y} = \{y_n\}\) of points in a metric space \((X, d)\) (s.t. \(x_n \neq y_n\) for \(n = 1, 2, 3, \ldots\)), we use two sequences of non-negative real numbers \(\delta_n(\bar{x}, \bar{y}) := \{\delta_n(\bar{x}, \bar{y})\}\) and \(\Delta_n(\bar{x}, \bar{y}) := \{\Delta_n(\bar{x}, \bar{y})\}\) defined by

\[
\delta_n(\bar{x}, \bar{y}) = d(x_n, y_n) \quad \text{and} \quad \Delta_n(\bar{x}, \bar{y}) = \frac{d(f(x_n), f(y_n))}{d(x_n, y_n)}.
\]

**Theorem 2.2.** \([5]\) Let \(f : X \to X\) be a contractive mapping on a complete metric space \((X, d)\) and take \(x_0 \in X\) and \(x_n = f(x_{n-1})\) for \(n = 1, 2, 3, \ldots\). Then, \(x_n \to x_\infty\) in \(X\), where \(x_\infty\) is the unique fixed point of \(f\), if and only if for any two subsequences \(\hat{x} := \{x_{h_n}\}\) and \(\bar{x} := \{x_{k_n}\}\) (where \(x_{h_n} \neq x_{k_n}\) for \(n = 1, 2, 3, \ldots\)) we have

\[
\Delta_n(\hat{x}, \bar{x}) \to 1 \Rightarrow d_n(\hat{x}, \bar{x}) \to 0.
\]
Definition 2.2. ([9]) Let \((X, d)\) be a metric space. A mapping \(f : X \to X\) is said to be weakly Kannan if it satisfies the condition
\[
d(f(x), f(y)) \leq \frac{\alpha(x, y)}{2} \left[ d(x, f(x)) + d(y, f(y)) \right]
\]
for every points \(x, y \in X\), where \(\alpha : X \times X \to [0, 1)\) is a real-valued function satisfying the condition
\[
\Theta(a, b) := \sup\{\alpha(x, y) : x, y \in X \text{ and } a \leq d(x, y) \leq b\} < 1
\]
for every positive real numbers \(a \leq b\).

Theorem 2.3. ([1]) Let \((X, d)\) be a complete metric space. If \(f : X \to X\) is a weakly Kannan mapping, then \(f\) has a unique fixed point \(x^*\) and the Picard sequence of iterates \(\{f^n(x)\}_{n \in \mathbb{N}}\) converges to \(x^*\) for every \(x \in X\).

Now, let \(A, B\) be two nonempty subsets of a metric space \((X, d)\). The subsets \(A_0\) and \(B_0\) of \(A\) and \(B\) (respectively) are defined as follow:
\[
A_0 := \{x \in A : d(x, y) = d(A, B), \text{ for some } y \in B\},
\]
\[
B_0 := \{y \in B : d(x, y) = d(A, B), \text{ for some } x \in A\},
\]
where \(d(A, B) := \inf\{d(x, y) : x \in A \text{ and } y \in B\}\).

Definition 2.3. ([9]) Let \(A, B \subset X\) be two nonempty subsets of a metric space \((X, d)\) and \(f : A \to B\) be an arbitrary mapping. An element \(x \in A\) is said to be a best proximity point of the mapping \(f\) if it satisfies the equality \(d(x, f(x)) = d(A, B)\).

Definition 2.4. ([9]) Assume that \(A, B \subset X\) be two nonempty subsets of a metric space \((X, d)\) with \(A_0 \neq \emptyset\).

(i) The pair \((A, B)\) is said to have \(P\)-property if for any points \(x_1, x_2 \in A_0\) and \(y_1, y_2 \in B_0\), we have:
\[
d(x_1, y_1) = d(x_2, y_2) = d(A, B) \Rightarrow d(x_1, x_2) = d(y_1, y_2).
\]

(ii) The pair \((A, B)\) is said to have weak \(P\)-property if for any \(x_1, x_2 \in A_0\) and \(y_1, y_2 \in B_0\), we have:
\[
d(x_1, y_1) = d(x_2, y_2) = d(A, B) \Rightarrow d(x_1, x_2) \leq d(y_1, y_2)
\]

Here, we remember the straightforward generalization of the concept of weakly Kannan map and Geraghty contraction to the non-self-mapping case.
Definition 2.5. (9) Let \((A, B)\) be a pair of nonempty closed subsets of a complete metric space \((X, d)\). A map \(f : A \to B\) is said to be weakly Kannan if it satisfies the inequality
\[
d(f(x), f(y)) \leq \frac{\pi(x, y)}{2} [d(x, f(x)) + d(y, f(y)) - 2d(A, B)]
\]
for every \(x, y \in X\) and a real-valued function \(\pi : X \times X \to (0, 1)\) such that \(\Theta(a, b) := \sup\{\pi(x, y) : a \leq d(x, y) \leq b\} \leq 1\) for every real numbers \(0 < a \leq b\).

Definition 2.6. (2) Let \(A, B\) be two nonempty subsets of a metric space \((X, d)\). A mapping \(T : A \to B\) is said to be a Geraghty contraction if there exists \(\beta \in \Gamma\) such that
\[
d(Tx, Ty) \leq \beta(d(x, y))d(x, y)
\]
for every \(x, y \in A\).

Notice that since \(\beta : [0, \infty) \to [0, 1]\), we have
\[
d(Tx, Ty) \leq \beta(d(x, y))d(x, y) < d(x, y),
\]
Therefore, every Geraghty-contraction is a contractive mapping.

Finally, we introduce two new versions of contractive mappings, namely Kannan-Geraghty maps separately in selfmapping and non-selfmapping cases, on which we will prove fixed point theorem in the next section.

Definition 2.7. Let \((X, d)\) be a metric space. A mapping \(f : X \to X\), is said to be a selfmapping Kannan Geraghty map if there exists a real valued function \(\beta \in \Gamma\) such that, for all \(x, y \in X\) we have
\[
d(f(x), f(y)) \leq \frac{\beta(d(x, y))}{2} [d(x, f(x)) + d(y, f(y))].
\]

Definition 2.8. Let \((A, B)\) be a pair of nonempty closed subsets of a complete metric space. A mapping \(f : A \to B\) is said to be a non-selfmapping Kannan Geraghty map if there exists real valued function \(\beta \in \Gamma\) where we have
\[
d(f(x), f(y)) \leq \frac{\beta(d(x, y))}{2} [d(x, f(x)) + d(y, f(y))]
\]
for every \(x, y \in A\).
3. Main Results

In this section, we prove some theorems among them Theorem 3.1 and theorem 3.2 is our main result. Also we give some examples.

**Theorem 3.1.** Let $f : X \to X$ be a Kannan-Geraghty map on a complete metric space $(X, d)$. Then, $f$ has a unique fixed point $u \in X$ and for any $x_0 \in X$, the sequence of iterates $\{f^n(x_0)\}$ converges to $u$.

**Proof.** Since $f : X \to X$ is Kannan-Geraghty mapping, there exists a function $\beta : [0, \infty) \to [0, 1)$ satisfying the following condition

$$\beta(t_n) \to 1 \Rightarrow t_n \to 0.$$ 

Consider any $x_0 \in X$ and define $x_n = f(x_{n-1}), n = 1, 2, \ldots$. We assume that $d(x_0, x_1) > 0$, otherwise there is nothing to prove. We prove that $d(x_n, x_{n+1}) \to 0$, and then, $\{x_n\}$ converges to a point $u$ which is the unique fixed point of $f$.

From the following inequality

$$d(f(x_n), f(x_{n-1})) \leq \frac{\beta(d(x_n, x_{n-1}))}{2} [d(x_n, f(x_n)) + d(x_{n-1}, f(x_{n-1}))],$$

we have

$$d(x_{n+1}, x_n) \leq \frac{\beta(d(x_n, x_{n-1}))}{2} [d(x_n, x_{n+1}) + d(x_{n-1}, x_n)],$$

which gives

$$d(x_{n+1}, x_n) \leq \frac{\beta(d(x_n, x_{n-1}))}{2} [d(x_n, x_{n+1}) + d(x_{n-1}, x_n)],$$

$$\leq \left[\frac{1}{2} d(x_n, x_{n+1}) + \frac{\beta(d(x_n, x_{n-1}))}{2} d(x_{n-1}, x_n)\right],$$

and hence, we have

$$d(x_{n+1}, x_n) \leq \beta(d(x_n, x_{n-1})) d(x_n, x_{n-1}),$$

then

$$d(x_{n+1}, x_n) < d(x_n, x_{n-1}). \quad (3.2)$$

So, by (3.2), $\{d(x_n, x_{n-1})\}$ is a decreasing sequence of non-negative real numbers, and hence there exists $r \geq 0$ such that

$$\lim_{n \to \infty} d(x_n, x_{n+1}) = r.$$ 

In the sequel, we prove that $r = 0$. 
Assume $r > 0$, then from (3.2) we have
\[
0 < \frac{d(x_n, x_{n+1})}{d(x_{n-1}, x_n)} \leq \beta(d(x_{n-1}, x_n)) < 1,
\]
for any $n \in \mathbb{N}$. By the Sandwich theorem, from the inequality (3.3) we get $\lim_{n \to \infty} \beta(d(x_{n-1}, x_n)) = 1$, which contradicts with the continuity of $\beta \in \Gamma$. Hence we obtain $r = 0$. Therefore, we have $\lim_{n \to \infty} d(x_n, x_{n+1}) = 0$, which means $\lim_{n \to \infty} d(x_n, f(x_n)) = 0$. Now, from the inequality
\[
d(f(x_n), f(x_m)) \leq \frac{1}{2} \beta(d(x_n, x_m))[d(x_n, f(x_n)) + d(x_m, f(x_m))]
\]
for all $m, n \in \mathbb{N}$, we have
\[
d(x_{n+1}, x_{m+1}) \leq \frac{1}{2} \beta(d(x_n, x_m))[d(x_n, x_{n+1}) + d(x_m, x_{m+1})],
\]
which implies that both sequences $\{x_n\}$ or $\{f(x_n)\}$ are Cauchy sequences. Since $(X, d)$ is complete, the sequence $\{f(x_n)\}$ is convergent to a point $u$, and also, $x_n \to u$. Indeed, $u$ is the fixed point of $f$, because we have:
\[
d(u, f(u)) = \lim_{n \to \infty} d(f(x_n), f(u))
\leq \lim_{n \to \infty} \frac{1}{2} \beta(d(x_n, u))[d(u, f(u)) + d(x_n, f(x_n))]
= \frac{1}{2} \lim_{n \to \infty} \beta(d(x_n, u))[d(u, f(u)) + 0]
\leq \frac{1}{2} d(u, f(u)),
\]
which gives $d(u, f(u)) = 0$, and then $f(u) = u$. Finally, we show that $f$ cannot to have another fixed point. Assuming a point $z$ to be a fixed point of $f$, we have
\[
d(u, z) = d(f(u), f(z)) \leq \beta(d(u, z))[d(u, f(u)) + d(z, f(z))] = 0,
\]
hence $z = u$.

**Theorem 3.2.** Let $(A, B)$ be a pair of nonempty closed subsets of a complete metric space $(X, d)$ such that $A_0$ is nonempty. Let $T : A \to B$ be a Kannan-Geraghty mapping defined as Definition 2.8. Suppose that $T(A_0) \subseteq B_0$ and the pair $(A, B)$ has the weak $P$-property. Then $T$ has a unique best proximity point $x^*$ in $A$ such that $d(x^*, Tx^*) = d(A, B)$.

**Proof.** We first prove that $B_0$ is closed. Let $\{y_0\} \subseteq B_0$ be a sequence such that $y_n \to q \in B$. It follows from the weak $P$–property that
\[
d(y_n, y_m) \to 0 \Rightarrow d(x_n, x_m) \to 0
\]
as \( n, m \to \infty \), where \( x_n, x_m \in A_0 \) and \( d(x_n, y_n) = d(A, B), d(x_m, y_m) = d(A, B) \). Then \( \{x_n\} \) is a Cauchy sequence so that \( \{x_n\} \) converges strongly to a point \( p \in A \). By the continuity of metric \( d \) we have \( d(p, q) = d(A, B) \), that is, \( q \in B_0 \) and hence \( B_0 \) is closed.

Let \( \overline{A_0} \) be the closure of \( A_0 \). We claim that \( T(\overline{A_0}) \subseteq B_0 \). In fact, if \( x \in \overline{A_0} \), then there exists a sequence \( \{x_n\} \subseteq A_0 \) such that \( x_n \to x \). By the continuity of \( T \) and the closedness of \( B_0 \) we have \( Tx = \lim_{n \to \infty} T x_n \in B_0 \). That is \( T(\overline{A_0}) \subseteq B_0 \).

Define an operator \( PA_0 : T(\overline{A_0}) \to A_0 \), by \( PA_0 = \{x \in A_0 : d(x, y) = d(A, B)\} \). Since the pair \((A, B)\) has the weak \( P \)-property

\[
d(PA_0Tx_1, PA_0Tx_2) \leq d(Tx_1, Tx_2) \\
\leq \frac{\beta(d(x, y))}{2} [d(x_1Tx_1) + d(x_2, Tx_2) - d(A, B)] \\
\leq \frac{\beta(d(x, y))}{2} [d(x_1, PA_0Tx_1) + d(x_1, PA_0Tx_1)] \\
+ d(x_2, PA_0Tx_2) + d(x_2, PA_0Tx_2) - 2d(A, B) \\
\leq \frac{\beta(d(x, y))}{2} [d(x_1, PA_0Tx_1) + d(x_2, PA_0Tx_2)].
\]

For any \( x_1, x_2 \in \overline{A_0} \). This shows that \( PA_0T : \overline{A_0} \to \overline{A_0} \) is a Kannan Graghty mapping from complete metric subspace \( \overline{A_0} \) into itself. Using Theorem 3.1 we can see that \( PA_0T \) a unique fixed point \( x^* \). That is, \( PA_0Tx^* = x^* \in A_0 \), which implies that

\[
d(x^*, Tx^*) = d(A, B).
\]

Therefore, \( x^* \) is the unique one in \( A_0 \) such that \( d(x^*, Tx^*) = d(A, B) \). It is easy to see that \( x^* \) is also the unique one in \( A \) such that \( d(x^*, Tx^*) = d(A, B) \). The Picard iteration sequence

\[
x_{n+1} = PA_0Tx_n, n = 0, 1, 2, ...
\]

converges, for every \( x_0 \in A_0 \), to \( x^* \). Since the iteration sequence \( \{x_{2k}\}_{k=0}^{\infty} \) defined by

\[
x_{2k+1} = Tx_{2k}, d(x_{2k+1}, x_{2k+2}) = d(A, B), k = 0, 1, 2,...
\]

is exactly the subsequence of \( \{x_n\} \), so it converges, for every \( x_0 \in A_0 \), to \( x^* \). This completes the proof.

Now we proof the following theorem which shows the relation between Kannan-Geraghty and weakly Geraghty.
Theorem 3.3. Let \((X, d)\) be a complete metric space. If \(f : X \to X\) satisfies the following conditions such that

1. Let \(f : X \to X\) is weakly Kannan mapping, then \(f\) has a unique fixed point \(x^*\);
2. Let \(f : X \to X\) is Kannan-Geraghty mapping, then \(f\) has a unique fixed point \(x^*\);

We have if 1 then 2.

Proof. \(1 \to 2\)

A mapping \(f : X \to X\) is said to be weakly Kannan provided that

\[
d(f(x), (y)) \leq \frac{\Theta (x,y)}{2} \left[d(x, f(x)) + d(y, f(y))\right]
\]

for all \(x, y \in X\), where the function \(\Theta : X \times X \to [0, 1)\), for every \(0 < a \leq b\), satisfy

\[
\Theta(a,b) = \sup\{\alpha(x,y) : a \leq d(x,y) \leq b\} < 1.
\]

Put \(\alpha(x,y) = \beta(d(x,y))\), suppose \(L = \sup\{\alpha(x,y) : a \leq d(x,y) \leq b\} < 1\), for \(0 < a < b\).

Let \(\sup\{L\} \to 1\) then, \(a(x,y) \to 1\) or \(\beta(d(x_n,y_n)) \to 1\) therefore \(d(x_n,y_n) \to 0\), this is a contradiction. Because \(0 < a < d(x_n,y_n)\). Hence \(a = b = 0\), then \(f\) is Kannan Graghty and

\[
d(f(x), (y)) \leq \beta(d(x,y))[d(x, f(x)) + d(y, f(y))].
\]

By using theorem 2.1 \(f\) has a unique fixed point.

Example 3.1. Let \(X = \{(1, x) : 0 \leq x \leq \frac{1}{10}\}\), and define \(f : X \to X\) as follows:

\[f(1, y) = (1, \frac{y^2}{y + 1}).\]

We have

\[
\left| \frac{y_1^2}{y_1 + 1} - \frac{y_2^2}{y_2 + 1} \right| \leq |y_2 - y_1^2| \\
\leq |y_1 - y_2| |y_1 + y_2| \\
\leq \frac{1}{5} |y_1 - y_2| \\
\leq \frac{1}{5} \left| \frac{y_1^2}{y_1 + 1} - \frac{y_2^2}{y_2 + 1} \right| + \frac{y_1^2}{y_1 + 1} - \frac{y_2^2}{y_2 + 1} | + |y_2 - \frac{y_2^2}{y_2 + 1}|
\]
Then
\[ \frac{4}{5} \left| \frac{y_1^2}{y_1 + 1} - \frac{y_2^2}{y_2 + 1} \right| \leq \frac{1}{5} \left( |y_1 - \frac{y_1^2}{y_1 + 1}| + |y_2 - \frac{y_2^2}{y_2 + 1}| \right), \]
now we get result
\[ \left| \frac{y_1^2}{y_1 + 1} - \frac{y_2^2}{y_2 + 1} \right| \leq \frac{1}{2} \cdot \frac{1}{1 + d(y_1 - y_2)} \left( |y_1 - \frac{y_1^2}{y_1 + 1}| + |\frac{y_2^2}{y_2 + 1}| \right) \]
then \( f \) is weakly Kannan with
\[ \beta(d(y_1, y_2)) = \frac{1}{1 + d(y_1 - y_2)}. \]
Then \( f \) is weakly Graghty. Put
\[ \frac{1}{1 + d(y_1 - y_2)} = \beta(x, y). \]
So for every \( 0 < a \leq b \). By using theorem 3.3, \( f \) is Kannan Graghty and has a unique fixed point.

**Theorem 3.4.** Let \( X \) be a compact metric space and \( f : X \to X \) be a Kannan mapping, and for arbitrary \( x_0 \in X \), the Picard iteration process defined by \( x_n = f(x_{n-1}) \) for \( n > 0 \). Then \( f \) has a unique fixed point \( x_\infty \) in \( X \), \( x_n \to x_\infty \) in \( X \), iff there exists a subsequence \( x_{h_n} \) and \( x_{k_n} \) (\( x_{h_n} \neq x_{k_n} \)) such that
\[ \Delta_n \to 1 \text{ only if } d_n \to 0. \]

**Proof.** There exists a subsequence \( x_{h_n} \) and \( x_{k_n} \), such that \( x_n \to x_\infty \). Then clearly \( d_n = d(x_{h_n}, x_{k_n}) \to 0 \), and the condition holds.

Next, for given initial point \( x_0 \) in \( X \), we assume that the condition is satisfied. then
\( d_n = d(x_n, x_{n+1}) \) is non-increasing, for \( d(x_{h_n}, x_{k_n}) \leq 1 \), and then it is convergent to the real number \( d \), such that \( d \to \varepsilon (0 \leq \varepsilon) \). Assume \( \varepsilon > 0 \), and \( h_n = n \) and \( k_n = n + 1 \), so we have \( d_n \to \varepsilon > 0 \), While \( \Delta \to 1 \), which is a contradiction. Thus \( d(x_n, x_{n+1}) \to 0 \).

Suppose, for a contradiction, that the sequence of iterates \( \{x_n\} \) is not Cauchy, the real number
\[ D_N = \sup_{m, n \geq N} d(x_n, x_m) > \varepsilon. \]
is called the diameter of the sequence \( \{x_n\}_{n \geq N} \), so there exists \( \varepsilon > 0 \) such that \( D_N > \varepsilon \).

For any \( n > 0 \), We choose \( N_n \) sufficiently large number, such that \( d(x_m, x_{m+1}) < \frac{1}{n} \) for all \( m > N_n \). Let \( h_n \) is the smallest integer such that \( h_n \geq N_n \). For \( k_n > h_n \), we have \( d(x_{h_n}, x_{k_n}) > \varepsilon \). Such pairs exist by the above diameter condition.
Again we consider the sequence $k_n$, and put $k_n - 1 = h_n$ or else $d(x_{h_n}, x_{k_n-1}) \leq \varepsilon$. In either case we have $\varepsilon \leq d_n = d(x_{h_n}, x_{k_n}) < \varepsilon + 1$.

Moreover, by using the triangular inequality, for all $x_{h_n}, x_{k_n} \in X$, we have

$$d(x_{h_n+1}, x_{h_n+2}) = d(f(x_{h_n}), f(x_{h_n+1})) = d(f(x_{h_n}), f(x_{k_n})) \leq \frac{\beta}{2}(d(x_{h_n}, x_{h_n+1}) + d(x_{h_n+1}, x_{h_n+2})) = d(f(x_{h_n}), f(x_{h_n+1})).$$

Where $\beta \in [0, 1)$. So

$$d(x_{h_n+1}, x_{h_n+2}) \leq \beta d(x_{h_n}, x_{h_n+1}).$$

Without loss of generality, we may assume that $\frac{d(x_{h_n+1}, x_{h_n+2})}{d(x_{h_n}, x_{h_n+1})} > 1 - \frac{1}{n}$, so

$$1 \geq \Delta_n = \frac{d(x_{h_n+1}, x_{h_n+2})}{d(x_{h_n}, x_{h_n+1})} > 1 - \frac{1}{n}.$$

So $d_n \to \varepsilon > 0$ while $\Delta_n \to 1$, which is a contradiction. Hence $\{x_n\}$ is a Cauchy sequence in $X$ and $X$ is complete, we have $x_n \to x_{\infty}$ for some $x_{\infty}$ in $X$, then $x_{\infty}$ is a unique fixed point of $f$ and the proof is complete.

We present a theorem and after that we bring S–Kannan theorem which shows the relation between Kannan and contractive mapping. The proof of our main theorem is inspired by this theorem.

**Theorem 3.5.** [S–Kannan] Let $X$ be a compact metric space and $f : X \to X$ be a Kannan mapping, and let for arbitrary $x_0 \in X$ the Picard iteration process defined by $x_n = f(x_{n-1})$ for $n > 0$. Then $f$ has a unique fixed point $x_{\infty}$ in $X$, $x_n \to x_{\infty}$ in $X$, iff

(i) there exists $\beta : X \times X \to [0, 1)$, such that for every $0 < a \leq b$ and for all $n, m$ and $x_n, x_m \in X$

$$\beta(x_n, x_m) = \sup \{ \alpha(x_n, x_m) : a \leq d(x_n, x_m) \leq b \} < 1$$

and

$$d(f(x_n), f(x_m)) \leq \frac{\beta(x_n, x_m)}{2}(d(x_n, f(x_n)) + d(x_m, f(x_m))).$$

(ii) $\beta(x_n, x_m) \in S$
Proof. It suffices to prove that $\beta$ in $S$ satisfies the condition of Theorem 2.2. Let $\beta = \gamma(d(x_n, y_n))$, where the class $\gamma$ denotes function $\gamma : [0, \infty) \to [0, 1)$ satisfying the following condition
\[
\gamma(t_n) \to 1 \Rightarrow t_n \to 0
\]
for every $0 < a < b$, let $L = \sup\{\alpha(x_n, y_n)|a \leq d(x_n, y_n) \leq b\}$, and let $\lim \sup\{L\} = 1$ implies $\beta(x_n, y_n) \to 1$ or $\gamma(d(x_n, y_n)) \to 1$. Hence $d(x_n, y_n) \to 0$. it is a contradiction, because $0 < a < d(x_n, y_n)$, so $a = b = 0$. So $\gamma$ holds in delta, the conclusion is exactly the same as what we had in theorem 3.4.

Define $\beta : \mathbb{R}^+ \to \mathbb{R}$ by
\[
\beta = \sup\{\frac{2d(f(x_n), f(x_m))}{d(x_n, f(x_n)) + d(x_m, f(x_m))} | d(x_n, x_m) \geq t\} = \alpha(d(x_n, x_m)) = \alpha(t_n).
\]
Since $f$ is a Kannan, all quotients are below 1 and so $\beta$ is defined for all $t > 0$ and $\beta \leq 1$.

It is clear that $\beta$ satisfies in (i).

Before presenting an important result, we first present a preliminary result:

let $x_0$ be an arbitrary point in $X$. We define the iterative sequence $\{x_n\}$ by $x_n = f(x_{n-1})$, $n = 1, 2, ...$, we have
\[
d(f(x_n, f(x_{n+1})) = d(x_{n+1}, x_{n+2}) \leq \frac{\beta}{2} (d(x_{n+2}, x_{n+1}) + d(x_{n+1}, x_n)),
\]
so
\[
d(x_{n+1}, x_{n+2}) \leq \frac{1}{2} \frac{\beta}{1 - \beta} d(x_n, x_{n+1}),
\]
by the same argument,
\[
d(x_{n+1}, x_{n+2}) \leq \frac{1}{2} \left( \frac{\beta}{1 - \beta} \right)^n d(x_1, x_0). \tag{3.4}
\]
By (3.4), for every $m, n \in \mathbb{N}$ such that $n > m$ we have
\[
d(f(x_n), f(x_m)) \leq \frac{\beta}{2} (d(x_n, f(x_n)) + d(x_m, f(x_m))),
\]
or
\[
d(x_{n+1}, x_{m+1}) \leq \frac{\beta}{2} (d(x_n, f(x_n)) + d(x_m, f(x_m))).
\]
So
\[
d(x_{n+1}, x_{m+1}) \leq \frac{\beta}{2} (d(x_n, x_{n+1}) + d(x_m, x_{m+1})) \\
\leq \frac{\beta}{2} (d(x_n, x_m) + d(x_{m+1}, x_{n+1})) + \beta d(x_m, x_{m+1}) \\
\leq \frac{\beta}{2} (d(x_n, x_m) + d(x_{m+1}, x_{n+1})) + \left( \frac{\beta}{1 - \beta} \right)^m d(x_0, x_1).
So

\[ d(x_{n+1}, x_{m+1}) \leq \beta \, d(x_n, x_m), \]

or

\[ d(f(x_n), f(x_m)) \leq \beta \, d(x_n, x_m). \]

Now, let \( \beta(t_n) \to 1 \) for \( t_n \in \mathbb{R}^+ \). We may further assume without loss of generality that

\[ 1 - \frac{1}{n} < \frac{d(f(x_n), f(x_m))}{d(x_n, x_m)} \leq \beta(t_n) \leq 1. \]

We must show that \( t_n \to 0 \). Since \( \alpha(t_n) \) is an upper bound. So for each \( n > 0 \), there are \( x_{h_n} \) and \( x_{k_m} \) in \( \{x_n\} \), such that

\[ d(x_{h_n}, x_{k_m}) \geq t_n, \]

and

\[ 1 - \frac{1}{n} < \frac{d(x_{h_n}, x_{k_m})}{d(x_{h_n}, x_{k_m})} \leq \beta(t_n) \leq 1. \]

So \( \Delta_n \to 1 \). Hence from theorem \( 3.4 \) we have \( d(x_{h_n}, x_{k_m}) \to 0 \). So \( t_n \to 0 \). This completes the proof.
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